Pointing Gesture Recognition using Compressed Sensing for Training Data Reduction
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Abstract
In this paper, we investigate training data reduction for the pointing gesture recognition with compressed sensing. The pointing gesture is one of activities during pointing and calling that is carried out by workers to keep occupational safety and correctness. Compressed sensing is used for gesture recognition and considered the impacts of the gesture duration difference among user. However, the different force among users may affect to the recognition. As a result of the experiment, F-measure is improved 0.18 compared with the DTW even only the data obtained from others is used. Moreover, we found that the user-dependency varies for each subject. Therefore, we tested to recognize the pointing gestures of all subjects by using the training data of only specific users. The test showed that the recognition model with training data from 4 specific subjects provided the same accuracy as the one from 11 subjects. This result suggested the feasibility of reduction for subjects who need to acquire the training data.
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Introduction
Pointing and calling is activity invented in Japan, and used to avoid the human errors at workplaces\[9\]. For a facilitated periodic assessment of pointing and calling, we proposed a system to recognize the pointing and calling. To develop the system, four targets are selected. These target movements are required to achieve the positive effect of the pointing and calling. They are pointing gesture (arm swing), gaze and pointing direction, vocalization, and location. Then pointing gesture is divided into two parts. Figure 1 shows the order of the pointing and calling activity defined by JICOSH\[6\]. During pointing and calling, the arm points a target twice, i.e. (2) and (4). Therefore, we divided the sequence into two parts between (2) and (3). The former part is named as Pointing gesture A, while the latter part is Pointing gesture B.

\[\text{Figure 1: Pointing and calling activity sequence.}\]

The Pointing gesture A and B are considered as gesture behaviors because these are movements of the arm. In the literature of gesture recognition, inertial sensors such as 3-axis accelerometer and/or 3-axis gyroscope are taking advantage. By using the time series data obtained from inertial sensors, Dynamic Time Warping (DTW)[12][8] and hidden Markov models (HMM)[14][10][11][7] are generally utilized. In this project, we attached an inertial sensor to wrist for acquiring the data. Also, we used DTW method because the large number of training data is required in order to determine all models in the HMM\[9\]. However, Gillian, et al.\[8\] who applied DTW in multivariate temporal musical gestures stated the need for data acquisition of more than 11 times for each gesture in the recognition of an accuracy over 90\%. Therefore, the training data are required from original user who use the recognition system, which makes burden on users before the use of the system.

Motivation
For pointing and calling recognition system described in the previous section, the challenge is to investigate user-independent pointing gesture recognition. User-independent gesture recognition system is feasible to recognize gestures of specific user by using training data of another person. The challenge realizes the recognition without training data acquisition for each user before use of the system. Without data acquisition, the burden on the user decrease compared to DTW and HMM. However, recognition systems are basically dependent on the user that need template data generated by training data from the original user\[12][8\].

Figure 2 shows the duration of Pointing gesture A and B by 12 subjects for 20 times repetition. There are variations in the required time within subjects in addition to among subjects. The duration depends on the user and the speed of the movement. Accordingly, the time sequenced data can be either compressed or stretched.
Akl, et al. [2] proposed gesture recognition method using a compressed sensing (CS) technique. CS is utilized to consider the effects due to differences in the data length. They focused on hand gestures that appear to be sparse since the hand follows a smooth trajectory during performing a gesture. Figure 3 is an example of a waveform for inertial sensor data of pointing gesture A, and Figure 4 is a result of Discrete Cosine Transform (DCT) for the data of Figure 3. These figures show that gesture traces can be represented using fewer samples as per the theory of compressive sensing [5].

For CS method, all the traces are projected into the same lower dimensional subspace and solve the problem of different durations. Simultaneously, the computational cost is reduced. Finally, the effect on the difference of duration is eliminated. As a result, Akl, et al. achieved user-independent recognition with high accuracy even when it is learned from training data of others [2].

It is not necessary for a new user to acquire training data if the user-independent recognition is realized. Thus, the burden on the user is reduced. However, the effectiveness of compressed sensing technique for the user dependency to pointing gesture recognition is unknown. Akl, et al. operated experiment with drawing the simple shape [2]. Figure 5 shows the acceleration data waveform during drawing the circle, and Figure 6 shows the data of Pointing gesture A. These figures show that these gestures are quite different. The pointing gesture is required to enforce by great force which is depending on the strength of each person. The changes of forces affect to the amplitude of the waveform which was not considered in existing work [2]. Therefore, in this paper, we tested the recognition accuracy for the pointing gesture using compressed sensing, and examined the training data reduction by user-independent recognition.

Figure 2: Duration of pointing gestures.

Figure 3: Example of time series data for gesture.

Figure 4: DCT coefficients of the gesture data.

Figure 5: Sensor data for drawing a circle.

Figure 6: Sensor data for Pointing gesture A.
Pointing Gesture Recognition using Compressed Sensing

The implementation for gesture recognition system using CS followed the technique proposed by Akl, et al.[2]. The details of the implementation are explained in the next section.

Recognition Method

We assume that the data for recognition are obtained from inertial sensors. The sensor is attached to the wrist which is including 3-axis accelerometer and 3-axis gyroscope. Then, compressed template data matrix \( R \) of Figure 7 is generated using the acquired data. One column represents one training data. Also, compressed input data matrix \( Y \) is generated from input data. After the matrices are prepared, the system recognizes the gesture by solving the L1 norm optimization problem shown in equation (1). The lp_solve[13], a free library of Java, is used to solve the linear optimization problem.

\[
\text{arg min } |\theta|_1 \text{ subject to } Y = R\theta
\]

Each time series data for an axis of angular velocity and acceleration is used in equation (1). As a result of the equation (1), a \( \theta \) is given. After \( \theta \) for all axes are obtained, the absolute value of \( i^{th} \) row of each \( \theta \) are summed. Then, the sum is used to recognize the input data. The \( i^{th} \) row of \( \theta \) corresponds to the \( i^{th} \) column of \( R \). Moreover, the sum of absolute value increases when the similarity is high. Therefore, recognition of input data is realized by finding highest \( i^{th} \) row of \( \theta \). Then, the system recognizes the input data as the same gesture of \( i^{th} \) column of \( R \).

Preprocessing

Before the recognition process described in the previous section, input data and template data matrix are prepared. More specifically, the impact on different data length must be considered as follows. First, the maximum data length \( l \) of the acquired input data and the training data are found. Input data are spotted to determine the data length for real use. Gesture data are spotted by such techniques like Stiefmeier, et al.[15] proposed. Then, zeros are added to the end of the data that has less length than \( l \). After that, the data are stored in the template data matrix that has size of \( \{\text{maximum length } l \times \text{ number of training data } n\} \). In addition, each column of the template data matrix has one repetition data of a gesture.

Then time sequence data are transformed into the sparse representation, where most elements are 0. We used discrete cosine transform. After the data are transformed into sparse data, input data matrix of \( l \times 1 \) and template data matrix of \( l \times n \) are compressed from \( l \) dimensions to \( m \) dimensions using random matrix of \( m \times l \). This process is called a random projection[5][4]. The random projection process reduces the influence of noise and the computational complexity. The \( m \) and \( l \) are related as \( \{m < l\} \), and \( m \) is determined experimentally.
There are various proposed random matrix. However, we used simple solution that many researches successfully saved computational cost. The computational cost is saved since computations only using integer arithmetic\cite{1}. The matrix is filled with rules of (2).

\[ c_{ij} = \sqrt{3} \begin{cases} +1 \text{ with probability } \frac{1}{6} \\ 0 \text{ with probability } \frac{2}{3} \\ -1 \text{ with probability } \frac{1}{6} \end{cases} \]  \tag{2}

**Experiments**

We conducted experiments to clarify the feasibility of recognition for the pointing gesture using CS. For actual use of the gesture recognition system, the other activities may be misrecognized as a pointing gesture. Thus, the experiments are required to investigate about misrecognition. Therefore, “pushing a switch”, “handshake”, and “walking” are included to recognition targets in addition to Pointing gesture A and B. During these activities, an arm starts from beside the body, then moves to the front of the body that is similar to the pointing gesture. Accordingly, in this paper, we recognize the following five activities.

(a) Pointing gesture A.
(b) Pointing gesture B.
(c) Pushing a switch.
(d) Handshake.
(e) Walking.

The data were acquired from 12 students (including 3 women). Each subject repeated 20 times for five gestures that are (a), (b), (c), (d), and (e). The inertial sensor (ATR-Promotions: WAA-010\cite{3}) including 3-axis accelerometer and 3-axis gyroscope is mounted on the wrist and used to acquire the data. In addition, the acquisition frequency of inertial sensor was 50Hz. For noise reduction in high frequency domain, a sliding window is applied to act as a moving average filter with a width of 10 data samples.

To compare the recognition accuracy, we tested with DTW by same conditions. Also, the recognition accuracy is observed with two conditions which are user dependent (UD) and user independent (UI). For the UD condition, the template data contain training data acquired from an original subject. On the other hand, for the UI condition, the template data contain training data acquired from the other 11 subjects. Comparing the methods and conditions, precision and recall are computed. Our goal is to recognize the gesture (a) and (b). Therefore, the classification targets are 3 classes such that (a), (b), and the others, i.e. (c), (d), and (e). Also, F-measure represented by equation (3) is introduced to analyze the results.

\[ \text{F-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  \tag{3}

The compression dimension is experimentally determined. We analyzed the relation between compression dimension and F-measure. The F-measure increased as compression dimension increased until F-measure gets to the peak. After the peak, the F-measure decreased while compression dimension is increased. Therefore, the compression dimension \( m \) is determined by finding a point where the F-measure is highest. As a result, \( m \) was 8 for UD condition which used training data of one subject. On the other hand, \( m \) was 21 for UI condition, which used training data of 11 subjects.
**Results**
Confusion matrices of the experimental results are shown in Tables 1 to 4. Also, Figure 8 shows average, maximum and minimum values of the average F-measure for classification of (a) and (b) in all subjects. For the user-dependent condition, UD-DTW averaged 0.80 and UD-CS averaged 0.95. Also, for the user-independent condition, the averages were 0.62 by UI-DTW and 0.79 by UI-CS.

![Figure 8: F-measure at each condition.](image)

**Discussion**

*User dependency*
In Figure 8, the average of UD-DTW is no more than 0.8. While DTW is a strong gesture recognition method, this result suggests that the five gestures were similar. Also, there were differences between duration while repetition as we mentioned (see Figure 2). However, UD-CS is more than 0.9 even at the minimum value. Therefore, CS is considered as a robust method to the changes in a user.

The UI-CS is 0.18 higher than UI-DTW, even though we used the same data that varied in duration among users as shown in Figure 2. In addition, the difference between condition UD and UI for CS, which is the influence of the user dependency, is 0.02 less than DTW. These results suggest that CS is a better method compared to DTW for variances among users.

**Acquisition of the training data**
As mentioned above, user-dependency varies for each subject. Using this property, we tested the reduction in the number of users who require the acquisition of training data. The procedure for the test is shown in Figure 10. We investigate the recognition accuracy using training data of only specific users. The order in Figure 10 is the order of priority for use of training data. These are determined in ascending order of the F-measure at UI-CS. For example, when \( u \) in Figure 10 is 2, test simulates a condition that only two subjects are required to acquire the training data. Therefore, for subject J and B, the training data include their own data in addition to the data of others. By contrast, for the rest of the subjects, the training data do not include data obtained from them.

![Figure 9: F-measure of user.](image)
Figure 11 represents F-measures of the pointing gesture when performing classification under the conditions described above. Here, right next to the data is an identifier of the subject. These identifiers correspond to Figure 9. The test resulted in the same accuracy of UI-CS by using the training data of 4 subjects compared to 11 subjects at the UI-CS condition. In brief, 7 subjects are freed from data acquisition. Accordingly, the burden on the 7 subjects are released. Also, utilizing the compressed sensing method was found to be effective to use data of other subjects.

Future work
Gesture recognition generally requires training data from original user[12][8]. In other words, the accuracy decreased by using the training data of others. In addition, several repetitions are necessary for each gesture[8]. Even though compressed sensing is utilized, the training data were required for specific users.

However, our results suggested that utilizing the compressed sensing is effective to reduce the number of subjects who are required for training data acquisition. Also, identifying the users who need original training data was effective. Therefore, the next challenge is the determination of the specific user who is high in the user-dependency. An idea is that a recognition accuracy against an existing recognition model is evaluated to see if it is high enough to be considered as “standard user”, i.e. user-independent. Here, we assume that a small amount of data are collected from all users prior to the evaluation.

Conclusion
In this paper, we investigated about the recognition of the pointing gesture during pointing and calling using the compressed sensing. Also, we discussed training data reduction through the use of data obtained from others. As a result of the experiment, compared with the conventional method using DTW, F-measure was improved 0.18 even the data obtained from others are used. From these results, we found that the recognition using compressed sensing is considered as a robust method to the changes in a user. Furthermore, gesture recognition using compressed sensing is found to be robust to changes among users.

Furthermore, we found that the user-dependency varies for each subject. Thus, we tested to recognize the pointing gesture of all subjects by using the training data of only specific users. The specific users are determined in the order of user-dependency for each subject. The test showed that the recognition model with training data from 4 specific subjects provided the same level of accuracy as the one from 11 subjects. This suggested the feasibility of reduction for subjects who need to acquire the training data. For future work, we will investigate a method to determine the user dependency for each user by using a small number of input data.
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### Table 1: UD-DTW, F-measure: 0.77

<table>
<thead>
<tr>
<th>Input</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>137</td>
<td>0</td>
<td>35</td>
<td>34</td>
<td>34</td>
<td>57.1%</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>239</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>99.6%</td>
</tr>
<tr>
<td>c</td>
<td>20</td>
<td>0</td>
<td>187</td>
<td>16</td>
<td>20</td>
<td>77.9%</td>
</tr>
<tr>
<td>d</td>
<td>30</td>
<td>0</td>
<td>25</td>
<td>164</td>
<td>21</td>
<td>68.3%</td>
</tr>
<tr>
<td>e</td>
<td>17</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>97</td>
<td>82.1%</td>
</tr>
<tr>
<td>Precision</td>
<td>65.2%</td>
<td>99.6%</td>
<td>72.2%</td>
<td>71.6%</td>
<td>75.2%</td>
<td>77.0%</td>
</tr>
</tbody>
</table>

### Table 2: UD-CS, F-measure: 0.94

<table>
<thead>
<tr>
<th>Input</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>225</td>
<td>7</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>93.8%</td>
</tr>
<tr>
<td>b</td>
<td>6</td>
<td>227</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>94.6%</td>
</tr>
<tr>
<td>c</td>
<td>0</td>
<td>0</td>
<td>235</td>
<td>4</td>
<td>1</td>
<td>97.9%</td>
</tr>
<tr>
<td>d</td>
<td>4</td>
<td>0</td>
<td>25</td>
<td>205</td>
<td>6</td>
<td>85.4%</td>
</tr>
<tr>
<td>e</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>235</td>
<td>97.9%</td>
</tr>
<tr>
<td>Precision</td>
<td>95.7%</td>
<td>95.8%</td>
<td>88.7%</td>
<td>94.5%</td>
<td>95.5%</td>
<td>93.9%</td>
</tr>
</tbody>
</table>

### Table 3: UI-DTW, F-measure: 0.58

<table>
<thead>
<tr>
<th>Input</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>57</td>
<td>0</td>
<td>55</td>
<td>7</td>
<td>55</td>
<td>23.8%</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>237</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>98.6%</td>
</tr>
<tr>
<td>c</td>
<td>41</td>
<td>1</td>
<td>151</td>
<td>35</td>
<td>12</td>
<td>62.9%</td>
</tr>
<tr>
<td>d</td>
<td>58</td>
<td>16</td>
<td>38</td>
<td>97</td>
<td>31</td>
<td>80.4%</td>
</tr>
<tr>
<td>e</td>
<td>22</td>
<td>1</td>
<td>27</td>
<td>25</td>
<td>16</td>
<td>88.6%</td>
</tr>
<tr>
<td>Precision</td>
<td>32.0%</td>
<td>92.9%</td>
<td>55.1%</td>
<td>42.2%</td>
<td>62.7%</td>
<td>58.9%</td>
</tr>
</tbody>
</table>

### Table 4: UI-CS, F-measure: 0.82

<table>
<thead>
<tr>
<th>Input</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>191</td>
<td>14</td>
<td>5</td>
<td>3</td>
<td>7</td>
<td>79.6%</td>
</tr>
<tr>
<td>b</td>
<td>38</td>
<td>191</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>79.6%</td>
</tr>
<tr>
<td>c</td>
<td>1</td>
<td>0</td>
<td>284</td>
<td>74</td>
<td>4</td>
<td>80.1%</td>
</tr>
<tr>
<td>d</td>
<td>12</td>
<td>2</td>
<td>57</td>
<td>168</td>
<td>1</td>
<td>70.0%</td>
</tr>
<tr>
<td>e</td>
<td>3</td>
<td>1</td>
<td>7</td>
<td>2</td>
<td>227</td>
<td>94.6%</td>
</tr>
<tr>
<td>Precision</td>
<td>79.0%</td>
<td>83.8%</td>
<td>74.5%</td>
<td>78.5%</td>
<td>95.0%</td>
<td>81.0%</td>
</tr>
</tbody>
</table>
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